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Abstract

Whether you're rational seems to depend both on whether your beliefs respect your
evidence and whether your beliefs appropriately cohere with one another. But some-
times, when you're either rationally uncertain what your evidence is or what your evi-
dence supports, conforming your beliefs to your evidence requires you to be epistem-
ically akratic - to believe p while believing that p is unlikely on your evidence - a
state which seems paradigmatically incoherent. In these instances, the putative ratio-
nal requirements of believing in accordance with your evidence and avoiding incoher-
ent combinations of beliefs appear to conflict. This paper aims to resolve this conflict
by vindicating the rationality of epistemic akrasia. On the view that emerges, however,
while it can be rational for you to be epistemically akratic, for principled reasons, you're
always prohibited from believing that your evidence permits you to be akratic with re-
spect to any particular proposition. Crucially, whenever your evidence licenses akratic
beliefs, you'll be in an epistemic state which is ‘fragile, and for principled reasons, you
should never believe that you're in a fragile epistemic state. This characteristic of frag-
ile epistemic states offers a natural and appealing explanation for why akratic beliefs
appear irrational even when they’re not, which has implications for peer disagreement,
bias, knowledge iteration, and the relationship between substantive and structural ra-
tionality.



1 Evidence, Coherence, Epistemic Akrasia

Being rational is hard. The demands of rationality, it seems, include both evidential and
coherence considerations:

(eviDENTIALISM) Conform your beliefs to your evidence.'

(COHERENCE) Avoid incoherent combinations of beliefs.>

According to EVIDENTIALISM you're required to believe p when your evidence adequately
supports p, and to refrain from believing p when you lack any evidence for p. According to
COHERENCE you're prohibited from simultaneously believing p and believing —p, and from
believing that p is likely while believing that p is unlikely. Of course, even if your beliefs are
coherent, it’s often difficult to determine what your evidence supports when your evidence is
complex or scarce, and so it’s often difficult to abide by EVIDENTIALISM. And, even ignoring
questions about what your evidence supports, it’s often difficult to ensure that your beliefs
are free of contradictions and probabilistically consistent when you have a sufficiently large
number of beliefs, and so it’s often difficult to abide by coHERENCE. Being rational is hard.

But it gets worse. For the putative requirements of EVIDENTIALISM and COHERENCE
appear to conflict: In certain instances — when you’re either rationally uncertain about what
your evidence is or what your evidence supports — your evidence will license believing both
p and that p is unlikely on your evidence. When you have such a combination of beliefs,
you're epistemically akratic and you violate:

(ANTI-AKRASIA) Avoid the combination of believing p while believing that p is
unlikely on your evidence.’

Akratic beliefs appear paradigmatically incoherent. For it seems clear that rationality does
not permit you to have beliefs which you, from your own perspective, take to be unsupported

"Those sympathetic to EviDENTIALISM include Clifford (1897), Carnap (1950), Conee and Feldman
(1985), Williamson (2000), Adler (2002), Kelly (2003), Feldman (2005), Shah (2006), White (2007), Greco
(2014), Horowitz and Sliwa (2015), Salow (2019), and Lasonen-Aarnio (2020).

*For discussion of COHERENCE, see for instance BonJour (1985), Kolodny (2005), Scanlon (2007), Broome
(2013), Fitelson and Easwaran (2015), Kiesewetter (2017), Lord (2018), Pryor (2018), Worsnip (2018), and
Fogal (2020).

*There are various formulations of ANTI-AKRASIA. See, for instance, Elga (2005, p.116), Feldman (2005,
pp-108-110), Kolodny (2005, p.521), Christensen (2010a, pp.202-207), Huemer (2011, p.8), Smithies (2012,
pp-280-285), Broome (2013, p.98), Greco (2014, pp.201-202), Horowitz (2014, p.718), White (2014, p.308),
Horowitz and Sliwa (2015, pp.2847-2848), Titelbaum (2015, p.261), Littlejohn (2018, p.261), Worsnip (2018,
p-13), Rinard (2019, p.249), Salow (2019, pp.399-400), and Lasonen-Aarnio (2020, p.600). Other candidate
constraints related to ANTI-AKRASIA include the requirement that you avoid the combination of failing to be-
lieve p while believing that your evidence likely supports p, and the requirement that you avoid the combina-
tion of having credence C in p while thinking that the ideal credence in p given your evidence is C’, where
C # C'. Though for expositional purposes my main focus in this paper will be on ANTI-AKRASIA, the coming
discussion will also bear on these related putative requirements.



by your evidence. But if akratic beliefs are incoherent and there are cases in which your
evidence supports believing akratically, then EVIDENTIALISM is in conflict with COHERENCE,
as sometimes the requirement of respecting your evidence and the requirement of having
structurally coherent beliefs diverge. Not only is it hard to be rational, but it seems that
sometimes the demands of rationality themselves conflict.*

Only, they don’t. That’s my first claim in this paper. It’s not that there arent cases in
which your evidence supports believing akratically. There is a conflict between EVIDEN-
TIALISM and ANTI-AKRASIA. It’s also not that EVIDENTIALISM and COHERENCE aren't gen-
uine requirements of rationality. Rationality does require you to respect your evidence and
have coherent beliefs. Rather, it’s that COHERENCE doesn't entail ANTI-AKRASIA. Epistemic
akrasia isn’t always incoherent. Indeed it can be perfectly rational.” But something in the
vicinity of ANTI-AKRASIA is true. My second claim is that what rationality demands is:

(ANTI-AKRASIA™) Avoid believing that your evidence permits you to believe
both p and that p is unlikely on your evidence.

ANTI-AKRASIA™ does not prohibit you from being epistemically akratic. It does, however,
prohibit you from believing that your evidence permits you to be epistemically akratic with
respect to any particular proposition. Importantly ANTI-AKRASIA™ is consistent with both
EVIDENTIALISM and COHERENCE. Properly understood, ANTI-AKRASIA® explains why vi-
olations of ANTI-AKRASIA appear (and merely appear) irrational. The central aim of this
paper is to defend ANTI-AKRASIA™ and argue that it accommodates the considerations that
purportedly favor ANTI-AKRASIA.

2 A Conflict

To start, it will be helpful to make concrete the conflict between EVIDENTIALISM and ANTI-
AKRASIA: Believing in accordance with your evidence can sometimes require you to believe
both p and that p is unlikely on your evidence. The next two subsections illustrate this with
two examples, one involving an instance of access failure, in which you’re uncertain what
your evidence is, and one involving an instance of self-misleading evidence, in which you're
uncertain what your evidence supports. The third subsection discusses the conflict more
generally and makes explicit some assumptions of this paper.

*Couldn’t there be instances of ‘rational incoherence, perhaps in preface-style cases? If so, COHERENCE
would only require avoiding certain kinds of incoherent combinations of beliefs. I want to largely set aside the
question of whether rational incoherence is possible; if you think that it is possible, this paper can be read as
defending the claim that epistemic akrasia, even if it is incoherent, can be perfectly rational. For discussion,
see for example Kolodny (2007), Broome (2013), and Kiesewetter (2017).

*Others rejecting or expressing doubt (to varying degrees) about ANTI-AKRASIA include for instance
Coates (2012), Hazlett (2012), Wedgwood (2012), Williamson (2014), Dorst (2019), Weatherson (2019),
Lasonen-Aarnio (2020), and Hawthorne, Isaacs, and Lasonen-Aarnio (2021). My approach here, however,
is importantly different and doesn’t, for instance, rely on the strategy of distinguishing between different eval-
uative perspectives such as competence and success.



2.1 Failures of Access

Does your evidence always entail what your evidence is? That is, if E is your total evidence,
does E always entail that E is your total evidence? It seems not, for it seems that sometimes,
you can be rationally required to be uncertain about what your evidence is. Such cases
involve a failure of access.® Consider:

(sTUDENT) You're a student taking an important history exam. One of the ques-
tions asks you for the year that William the Conqueror landed in England. As it
happens, you have learned many facts about William the Conqueror from class
and from reading your textbook, including this specific year. But while the cor-
rect answer, 1066, comes to your mind, because of your dispositions, you think
that your answer is very likely just a guess out of desperation. Due to the pres-
sure and stress you're experiencing, you don't remember learning that William
the Conqueror landed in England in 1066. You recognize that as far as you can
tell, you have no evidence for this answer, for as far as you can tell, you are just
guessing.”

Here’s an attractive (although contestable) diagnosis of STUDENT. You have good, even con-
clusive, evidence for your answer, 1066. After all, you have properly learned it, can reliably
recall it, and (at least on some accounts of knowledge) know it. But despite having evidence
for your answer, you nevertheless lack evidence that you have evidence for your answer. You
have no recollection of learning the year so for all you know, you're merely guessing.

If your evidence supports that William the Conqueror landed in England in 1066, but
you also lack evidence that you have this evidence, then STUDENT is an example in which
conforming your beliefs to your evidence requires you to violate ANTI-AKRASIA, since con-
forming your beliefs to your evidence requires you to believe both that William the Con-
queror landed in England in 1066, and also that this is likely not supported by your evidence.
STUDENT is an example of uncertainty about what your evidence is as a result of access fail-
ure, and respecting your evidence in light of such uncertainty leads to epistemic akrasia.

2.2 Self-Misleading Evidence

Does your evidence always entail what your evidence supports? That is, if your total evi-
dence E supports p, does E always entail that E supports p? It seems not, for it seems that

®More precisely, these would be (alleged) failures of ‘positive access, the thesis that whenever you have a
piece of evidence, your evidence entails that you have that piece of evidence. There are also (alleged) failures
of ‘negative access, the thesis that whenever you lack a piece of evidence, your evidence entails that you lack
that piece of evidence. See footnote 12 for an example.

"This case comes from Radford (1966). Examples like this are often taken to be counterexamples to KK,
the thesis that knowledge entails knowledge of knowledge. If evidence is equated with knowledge, failures
of (positive) access just are failures of KK. See also, for instance, Feldman (2005) and Worsnip (2018) for
discussion about how these kinds of cases relate to epistemic akrasia.
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sometimes, you can be rationally required to be uncertain about what your evidence sup-
ports. Such cases are ones in which what your evidence supports and what your evidence
supports about what it supports diverge.® Consider:

(HYPOXIA) You're piloting a small aircraft and you’re currently a few hundred
miles from your intended destination. The fuel gauge looks dangerously close
to empty. You wonder whether you will need to make an emergency landing, so
you perform a series of intricate calculations based on the information provided
by the flight instruments. You conclude that you have enough fuel after all.

You then receive a message from ground control informing you that the plane’s
current altitude makes you highly susceptible to hypoxia. If you are suffering
from hypoxia, then although you will not be able to tell, your reasoning abilities
will be severely impaired.

Unknown to you, you are lucky - you have not been affected by hypoxia and
you have in fact perfectly evaluated the evidence from the flight system.’

Here’s an attractive (although contestable) diagnosis of HYPOX1A. You have strong evidence
that you have enough fuel to safely arrive at your destination. The information you have
about your current mileage, altitude, and speed, and your impeccable calculations based on
this information suggest that you don’t need to make an emergency landing. But you also
have strong, albeit misleading evidence for thinking that your evidence likely doesn’t support
your conclusion that you have enough fuel. If it’s probable that you're hypoxic, then you
should suspect that you've failed to properly appreciate your flight system evidence which
bears on the question of whether you have enough fuel, for despite being misled by ground
control, you have reason to think that you've made a mistake in your calculations.

Yet if your evidence supports both that you have enough fuel and also that this is un-
likely on your evidence, then in HYPOXIA respecting your evidence requires you to believe
akratically. HYPOX1A is an example in which youre uncertain about what the evidence
supports because the evidence is self-misleading, and such uncertainty mandates violating
ANTI-AKRASIA.

2.3 The Conflict More Generally

When you lack access to your evidence as in the unconfident student example, you're uncer-
tain what your evidence is. When your evidence is self-misleading as in the hypoxic pilot
example, youre uncertain what your evidence supports. STUDENT and HYPOXIA, however,

*Your total evidence E may also be self-misleading if there are cases in which E fails to support p but E
fails to support that E fails to support p.

°This case is widely discussed. See for example Christensen (2010b), Elga (2013), Schechter (2013),
Lasonen-Aarnio (2014), Schoenfield (2015), and Neta (2019).



are simply instances of a much more general conflict between EVIDENTIALISM and ANTI-
AKRASIA, a conflict which doesn’t depend on the specific details of these two cases.

First, the solicited judgments about STUDENT and HYPOXIA can be resisted. For example,
you may be inclined to think that the fact that you have a belief about when William the
Congqueror landed in England is itself evidence for your answer in STUDENT. Or, in HYPOXIA,
you might think that perhaps upon receiving the warning from ground control, information
from your flight system should cease to be considered as part of your evidence. The status
of these more controversial points, however, is largely insignificant, for unless you can never
be rationally uncertain about what your evidence is or what your evidence supports, there
will be instances in which conforming your beliefs to your evidence requires some degree of
epistemic akrasia.'® For this reason, and because it’s helpful to have concrete examples for
expositional purposes, this paper will take for granted that STUDENT and HYPOXIA are cases
in which complying with EVIDENTIALISM requires violating ANTI-AKRASIA."!

Second, the tension between EVIDENTIALISM and ANTI-AKRASIA isn’'t meant to depend
on any particular assumptions about the nature of evidence. However, in this paper, evi-
dence will be understood in a broadly ‘externalist’ sense: Your evidence will be taken to con-
sist of a set of true propositions, which can include propositions about the external world.
This assumption about evidence doesn’t immediately resolve the issue of interest. On the
contrary, it's often thought to be an especially unwelcome consequence of externalist ac-
counts of evidence that the access principles become indefensible, and failures of access lead
to violations of ANTI-AKRASIA (given EVIDENTIALISM).'? If you're already committed to ex-
ternalism about evidence, this paper can be read as a defense of EVIDENTIALISM in light of its
tension with ANTI-AKRASIA. If you're more sympathetic to ‘internalist’ accounts of evidence,

YFor discussion see especially Dorst (2019) and Worsnip (2019); for possible lines of resistance, see for
instance Greco (2019), Neta (2019), Skipper (2019), and Smithies (2019).

"Tve presented STUDENT and HYPOXIA in terms of full, or outright belief. But the analysis applies more
generally to credences as well: In both examples, your total evidence arguably supports having a high credence
C in some proposition p, while also supports thinking that the ideal credence to have in p given your evidence
is lower than C.

?Some may be tempted to defend qualified forms of the access principles. For simplicity, I'll be ignoring
those details, though for possible difficulties, see in particular San (2019) and Liu (2020). While I'll focus on
cases of positive access failure, the kind of strategy I pursue is straightforwardly applicable to cases of negative
access failure as well. Let me take this opportunity to illustrate a violation of negative access and discuss
how it bears on a related (putative) ANTI-AKRASIA requirement mentioned in footnote 3, according to which
rationality requires you to avoid having credence C in p while thinking that the ideal credence in p on your
evidence is C. Suppose youre facing a clock which reads reads 12:00. In fact, the clock is broken, and it’s
currently 1:00. Given that your evidence consists of a set of true propositions, your evidence won't include
p» the proposition that it is 12:00, though it will include g, the proposition that the clock reads 12:00. Yet,
assuming you have no reason to think that the clock is broken, your evidence presumably won't include the
proposition that your evidence doesn’t include p. Suppose that, given g, you should have 0.9 credence in p.
Then, while you should have 0.9 credence that it’s 12:00, you should also estimate that the ideal credence in p
is 0.9x1+0.1x0.9=0.99. So your credence that it’s 12:00 should be 0.9, but you should think that your 0.9
credence is too low, for you should think that the ideal credence to have in p is 0.99. For further discussion
see especially Silins (2005), White (2014), and Salow (2019).



this paper can be read as arguing in favor of externalizing evidence to the extent that it can
resolve the conflict between EVIDENTIALISM and ANTI-AKRASIA.'?

3 The Alleged Irrationality of Epistemic Akrasia

So: The requirements of respecting your evidence and avoiding epistemic akrasia can come
into conflict in cases involving failures of access or self-misleading evidence. There are a
number of potential resolutions, the most obvious ones being to reject EVIDENTIALISM, re-
ject ANTI-AKRASIA, or conclude that it is sometimes impossible to satisfy all the demands of
rationality. None of these options appears attractive, but maintaining that epistemic akrasia
can be rational seems particularly egregious. ANTI-AKRASIA enjoys significant intuitive ap-
peal. It’s a widely shared sentiment that rationality requires your beliefs to be aligned with
your beliefs about what you should believe, or what your evidence supports:

Irrationality in the clearest sense occurs when a personss attitude fails to con-
form to his or her own judgments: when, for example, a person continues to
believe something... even though he or she judges there to be good reason for
rejecting it... (Scanlon 1998, p.25)

If you doubt that [ANTI-AKRASIA] is a norm, you can make its plausibility vivid
by imagining an argument with an opponent who violates it. You marshal your
best evidence for your view. Your opponent agrees that you've presented strong
evidence for your view, and has no counter-evidence. But no matter how much
evidence you present, or how strong it is, he gains no confidence in your view...
in this infuriating scenario, your opponent is being unreasonable. (Elga 2005,
p.116)

It is irrational to believe either (i) the proposition that p, or (ii) the proposition
that one has justification to believe that p, while disbelieving or withholding
belief in the other. In other words, believing a proposition rationally commits
one to believing that one has justification to believe it and vice versa. (Smithies
2012, p.284)

The apparent unpalatability of rejecting ANTI-AKRASIA is not just limited to intuitive judg-
ments. To allow for the possibility of rational epistemic akrasia also requires answering a
number of challenges arising from assertion, action, and reasoning.'*

130n internalist accounts of evidence, your evidence consists of, for example, your experiences, or your
sense data. But even if internalism about evidence can preserve the access principles — even if on internalist
accounts of evidence, you're never rationally uncertain what your evidence is - your evidence may still require
you to believe akratically, for you may still have self-misleading evidence.

"“These arguments are discussed by, among various others, Feldman (2005), Christensen (2010a), Smithies
(2012), Elga (2013), Greco (2014), Horowitz (2014), Horowitz and Sliwa (2015), and Worsnip (2018).
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Assertion. If you can be rationally akratic, then it seems that you should be able to express
your beliefs by making assertions of the form ‘p, although p is unlikely on my evidence, or
‘while my evidence likely does not support p, I believe p, or ‘T am confident that p, and I
am also confident that p is improbable given my evidence. These kinds of assertions appear
infelicitous and plausibly shouldn’t be asserted, but it’s unclear why they would be imper-
missible to assert if epistemic akrasia could be rational.

Action. Epistemic akrasia licenses a form of practical akrasia, which involves perform-
ing some action while judging that you likely have most reason not to perform that action.
Practical akrasia is commonly taken to be a paradigm of practical irrationality. But if you're
epistemically akratic, then it seems you should be willing to bet on p, since you think that
p is true, and also willing to bet on the proposition that you'll likely lose your bet on p,
since you think that p is unlikely on your evidence. Accepting this pair of bets is mani-
festly bizarre, because you would be accepting at least one bet which you do not, in some
sense, fully endorse. If practical akrasia is irrational, there’s significant pressure to think that
epistemic akrasia is irrational as well.

Reasoning. If your akratic beliefs were rational, you can presumably reason from ‘my
evidence likely does not support p, but p is true’ to either ‘T lack access to the fact that I
have evidence for p’ or ‘my evidence is self-misleading with respect to p’ Yet this pattern of
reasoning is surely inappropriate, for it seems to be in the nature of cases that involve failures
of access and self-misleading evidence that you're not in a position to determine such facts
about access and misleading evidence from only the structural features of your beliefs.

These formidable challenges to the rationality of epistemic akrasia are strong reasons for
endorsing ANTI-AKRASIA."® Ifit’s irrational to be epistemically akratic, then it’s unsurprising
why asserting, acting on, or reasoning from akratic beliefs would appear problematic: You
would be asserting, acting on, or reasoning from combinations of beliefs that you should
not have.

The following two sections argue that these objections, despite what they initially ap-
pear to suggest, don't impugn the rationality of akratic beliefs themselves. Crucially, once
the question of what you should believe and the question of what you should believe about
what your evidence supports are separated, these objections can be accommodated by ANTI-
AKRASIA™, for ANTI-AKRASIA® is sufficient for explaining why akratic beliefs, even if they are
rational, will appear irrational when you assert, act on, or reason from them. The next sec-
tion argues for this in cases involving failures of access. The section after relates cases of
access failure to cases of self-misleading evidence.

Y*Unsurprisingly, in light of these considerations, it’s fairly uncommon to reject ANTI-AKRASIA. For a sam-
pling of other strategies, see Elga (2013), Horowitz (2014), Titelbaum (2015), Littlejohn (2018), Neta (2018),
Worsnip (2018), and Salow (2019).



4 Failures of Access and Unknowability

4.1 The Structure of Failures of Access

What is the structure of your epistemic state in STUDENT? Let F be the general factive relation
- for instance, knowledge, or what you’re in a position to know - such that whenever you
stand in F to a proposition, that proposition is part of your evidence. Failures of access in
cases like STUDENT then most naturally correspond to the epistemic state Fp A—~FF p, since
if p (that William the Conqueror landed in England in 1066) is part of your evidence, then
Fp, and if you lack evidence that your evidence includes p, then ~FFp. Call an epistemic
state ‘fragile’ just in case it is impossible for you to have conclusive evidence or know that
you are in such a state.'® Observation: Failures of access are one kind of fragile epistemic
state. For suppose your evidence conclusively supports that you're in a particular case of
access failure. Then your evidence includes both Fp and =FFp. Since p is part of your
evidence if and only if F p, it follows that FF p and F-~FF p. But F is factive, so F~FF p entails
—~FFp, and therefore FFp and ~FFp. Contradiction; you can't have conclusive evidence
that you're in a particular case of access failure.'” An analogous argument establishes that
it's impossible for you to know that you are in a particular case of access failure.'® Because
(un)knowability is a more familiar concept than the (im)possibility of having conclusive
evidence, the subsequent discussion focuses on the consequences of knowability as opposed
to the possibility of having conclusive evidence. The arguments, however, are fully general.

4.2 A Constraint on Belief

Since whenever you're in a particular case of access failure, you're in a fragile epistemic state,
when you're in a particular case of access failure, you won’t be in a position to know that you
are, and so in these instances, you won't be in a position to know that your evidence permits

'The proposition that you are in a particular fragile epistemic state is an example of a ‘blindspot” proposi-
tion in the sense of Sorensen (1988).

This observation has been made by, among others, Williamson (2000) and Worsnip (2018). Indeed,
the formal assumptions required are weaker than those made in the main text. Assume in the background
a bimodal logic with two modal operators, F and [, where Fp iff p is part of your evidence and [p iff p is
metaphysically necessary, and abbreviate =[1- as <. Then it’s easy to show ~OF(Fp A—FFp) given:

(racTIVITY) Fp — p
(DISTRIBUTION) F(pAg) = O(FpAFq)
(NECESSITATION) p/[Ip

It’s also easy to show =OF(—Fp A ~F-Fp), which corresponds to failures of negative access. Consequently,
assuming that F is factive and satisfies a weak distribution principle, and that [] obeys necessitation, you can
never have conclusive evidence (or know) that you're in a particular case of positive or negative access failure,
so the kinds of cases discussed in footnote 12 can be given the same treatment.

'*It’s easy to see that, where K is the knowledge operator and your epistemic state in STUDENT is understood
to be Fp A—KFp, then ~OK(FpA-KFp) given that K is factive and distributes over conjunction.



believing akratically when it does. This subsection defends the claim that, because beingin a
fragile epistemic state is unknowable, you should never believe that you're presently in such
a state."” The next subsection argues that this claim supports ANTI-AKRASIA*.

It is impermissible for you to believe that you're in a particular fragile epistemic state if
the following putative norm constrains belief:

(KNOWABILITY-BELIEE-NORM) Believe p only if p is knowable.*

KNOWABILITY-BELIEF-NORM is deeply plausible. On an impressionistic level, if belief func-
tions to eliminate those possibilities incompatible with the believed proposition, then ar-
guably you shouldn’t believe unknowable propositions because youre not in a position to
eliminate those possibilities. More concretely, deniers of KNOWABILITY-BELIEF-NORM face
at least two challenges.

First challenge. Consider Moorean conjunctions such as:

1. Its raining and I don’t believe that it’s raining.

2. I don’t know that there are two hands in front of me, but there are two hands in front
of me.

3. I'm not dreaming right now, although it’s an open question whether I am.
4. I'lack justification to believe that the animal in the zoo pen is a zebra, but it’s a zebra.

It seems clear that it is infelicitous to assert (1) — (4). The observation that Moorean asser-
tions are infelicitous is often taken to support the knowledge norm of assertion, according to
which you ought assert only what you know.*" Since Moorean conjunctions are unknowable,
you ought not assert them. Given the further reasonable suggestion that belief is the inner
analogue of assertion, it is natural to think that there is a corresponding knowledge norm
of belief - you ought believe only what you know.** If knowledge is the norm of belief, then
KNOWABILITY-BELIEF-NORM immediately follows since you can’t know what’s unknowable.

Of course, you may doubt that knowledge is the norm of assertion and belief. Even
so, you should still accept KNOWABILITY-BELIEF-NORM. Because Moorean conjunctions like
(1) - (4) are unknowable, to prohibit Moorean assertions, it is sufficient to prohibit asserting

“In fact, being in a case of access failure is knowably unknowable and the arguments in this subsection can
be modified to rely only on this weaker notion. It's somewhat cumbersome to talk about knowable unknowa-
bility, so I'll focus just on unknowability.

°0On some accounts of belief, such as the one advanced by Stalnaker (2006), you believe p just in case you
don’t know that you don’t know p. Since, if p is unknowable, you don’t know p, on these accounts of belief,
KNOWABILITY-BELIEF-NORM is trivial.

*'For endorsement of the knowledge norm of assertion, see, among others, Unger (1975), Williamson
(2000), Adler (2002), Sutton (2005), Bird (2007), and Huemer (2007).

*2See for instance Unger (1975), Williamson (2000), DeRose (2002), and Hawthorne (2004). For my pur-
poses, the weaker norm that you ought believe only what you’re in a position to know is already sufficient.
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unknowable propositions. But if you ought not assert that which is unknowable, then con-
ditional on the claim that what shouldn’t be asserted also shouldn’t be believed, you ought
not believe that which is unknowable. And this is just what KNOWABILITY-BELIEF-NORM
requires.

The first challenge for a denier of KNOWABILITY-BELIEE-NORM is to explain why Moorean
conjunctions should not be believed.

Second challenge. Consider lottery propositions. In a fair (finite) lottery, it seems that
while you should be highly confident (proportional to the number of tickets in the lottery)
that any random ticket will lose, you shouldn’t outright believe that it will lose. After all,
if you believe that ticket 1 will lose, and you also believe that ticket 2 will lose, won't you
— perhaps after a moment of reflection — believe that both tickets 1 and 2 will lose? This
quickly leads to absurdity, for if, for any given any ticket f you believe that ¢ will lose, then
(assuming your beliefs are closed under conjunction) you will also believe that all the tickets
will lose. But you know (and therefore believe) that some ticket in the lottery will win, so
you will have inconsistent beliefs. One inviting explanation for why you shouldn't believe
lottery propositions is that belief requires credence 1.** Although your credence that ¢ will
lose should be quite high, it surely shouldn’t be 1, and so you shouldn’t believe that ¢ will lose.
If belief requires credence 1, then presumably KNOWABILITY-BELIEF-NORM follows because
credence 1 corresponds to subjective certainty and you shouldn't be subjectively certain in
unknowable propositions.

But you may be reluctant to accept that belief requires maximal credence. Nevertheless,
you should still accept KNOWABILITY-BELIEF-NORM. On standard views, you can’t know
lottery propositions.** Provided that lottery propositions are unknowable, KNOWABILITY-
BELIEF-NORM offers an independent explanation for why you shouldn’t believe that some
particular ticket will lose: You shouldn't believe lottery propositions because you shouldn’t
believe unknowable propositions.

The second challenge for the denier of KNOWABILITY-BELIEF-NORM is to explain why
lottery propositions should not be believed.

So: You shouldn't believe p if p is unknowable. KNOWABILITY-BELIEF-NORM is sup-
ported by considerations from Moorean conjunctions and lottery propositions. Because it’s

**Those who endorse that belief requires credence 1 include Clarke (2013), Greco (2015a), and Dodd
(2017). There are two potential complications that I won't be able to address here. The first concerns arguments
which purport to show, by appeal to linguistic data, that belief is weak, perhaps merely requiring thinking that
p is likely. See in particular Hawthorne, Rothschild, and Spectre (2016). The second concerns the straight-
forward denial that you shouldn’t believe lottery propositions. See especially Kyburg (1961) on accepting that
you should believe lottery propositions and rejecting that rational belief must be closed under conjunction.

*4See for example Lewis (1996), Nelkin (2000), and Hawthorne (2004).
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impermissible to believe what’s unknowable, it's impermissible for you to believe that you're
in a particular fragile epistemic state.*®

4.3 The Inevitable Appearance of Irrationality

ANTI-AKRASIA™ forbids you from believing that your evidence permits you to believe both
p and that p is unlikely on your evidence. Because it’s impermissible for you to believe
that you're in a particular fragile epistemic state and failures of access are fragile epistemic
states, it’s impermissible for you to believe that you're in a particular case of access failure. It
follows that, in cases of access failure, it’s impermissible for you to believe that your evidence
supports believing akratically.® And these are exactly the kind of beliefs that ANTI-AKRASIA*
forbids. Rationality requires compliance with ANTI-AKRASIA®.

That ANTI-AKRASIA® is a requirement of rationality does not imply that ANTI-AKRASIA
is not. ANTI-AKRASIA® prohibits a certain kind of belief about what your evidence sup-
ports, while ANTI-AKRASIA prohibits a certain combination of beliefs. Why should accept-
ing ANTI-AKRASIA™ bear on whether epistemic akrasia can be rational? The answer is that
the considerations which motivate ANTI-AKRASIA can be captured by ANTI-AKRASIA*. That
is, while ANTI-AKRASIA explains the intuitive irrationality of epistemic akrasia and the ap-
parent problems arising from asserting, acting on, and reasoning from such beliefs, so does
ANTI-AKRASIA®. The difference is that ANTI-AKRASIA ™ has the resources to explain why epis-
temic akrasia appears irrational without attributing irrationality to the combinations of be-
liefs themselves. Here is why.

Fragile epistemic states are unstable under reflection. Asserting, acting on, and reason-
ing from your akratic beliefs will tend to make salient the fact that you have those akratic
beliefs. When you come to recognize that you're epistemically akratic, it becomes difficult to
comply with ANTI-AKRASIA*. What should you think about your beliefs when you come to
recognize that you're akratic? If you maintain that your akratic beliefs are rational because
they are supported by your evidence in a case of access failure, then you would be violating
ANTI-AKRASIA®. In these circumstances, it is only natural for you to think that not all of
your beliefs are properly proportioned to your evidence, even when they are.

This point deserves emphasis. Typically when your beliefs respect your evidence, it’s
unproblematic for you to have the additional belief - which tends to accompany your beliefs
when they are made salient - that you're respecting your evidence.?”” But when you have

] want to set aside cases generated by Frege puzzles, in which you’re unsure about who you are. For ex-
ample, suppose Clark Kent believes that he isn’t Superman. Then perhaps it’s permissible for him to believe
both that it’s raining and that Superman doesn’t believe that it’s raining, even though this proposition is un-
knowable for Superman (and therefore unknowable for Clark Kent). These kinds of examples are orthogonal
to the paradigm cases of access failure and self-misleading evidence.

*My proposal is similar in spirit to the one in Salow (2019), but differs importantly because my proposal
does not rely on contextualism about evidence.

*See for example Adler (2002, p.26) and Worsnip (2021, p.132) for related remarks.
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akratic beliefs in cases of access failure, regardless of whether those beliefs are supported by
your evidence, it'’s impermissible for you to have this additional belief given ANTI-AKRASIA™.
In these cases, maintaining that your evidence licenses believing akratically is tantamount
to violating this requirement. Yet if, in compliance with ANTI-AKRASIA®, you refrain from
believing that your evidence supports your akratic beliefs even when these beliefs are made
salient, there will be rational pressure for you to think that your beliefs fail to respect your
evidence and that you're irrational. This is characteristic of fragile epistemic states: Once you
come to recognize that you're in such a state it'll tend to seem to you that you're irrational.

That’s the story so far. When you are epistemically akratic as a consequence of conform-
ing your beliefs to your evidence in cases of access failure, it'll appear to you that you're
irrational when you come to recognize that you hold those beliefs. ANTI-AKRASIA®, Which
follows from KNOWABILITY-BELIEF-NORM and the structure of fragile epistemic states, pre-
dicts this phenomenon, so at least in cases of access failure, there’s no need to appeal to ANTI-
AKRASIA — there’s no need to insist that it’s the akratic beliefs themselves that are irrational
- to explain why asserting, acting on, or reasoning from such beliefs appear problematic.

5 Self-Misleading Evidence from Failures of Access

But thatisn’t the full story. Even if ANTI-AKRASIA™ adequately explains why epistemic akrasia
appears (and merely appears) irrational in cases of access failure like STUDENT, it isn’t ob-
vious whether, or to what extent, such an explanation is relevant to cases of self-misleading
evidence like HYPOX1A. The appeal to ANTI-AKRASIA™ crucially relies on the fact that when
you’re uncertain what your evidence is, you're in a fragile epistemic state, but it doesn’t seem
that when you're uncertain what your evidence supports, you're also in a fragile epistemic
state. What is the relationship between cases of access failure and cases of self-misleading
evidence?

A tempting thought is that these are simply different and distinct ways in which propor-
tioning your beliefs to your evidence requires you to be epistemically akratic:*®

... its important to distinguish two quite different ways to be misled about what
one’s evidence supports. On one hand, there is the possibility that one might be
misled... about what one’s evidence is. On the other hand, there is the possibil-
ity that one is misled... about the evidential support relations... (Worsnip 2018,

p-19)

There are two sorts of reason I might be uncertain about what my evidence
supports. First, while I might know what’s supported by each possible body of
evidence, I might fail to know which body of evidence is mine. Second, while

**In addition to those quoted below, others, including Elga (2013, p.132), Titelbaum (2015, p.262), Worsnip
(2018, p.19), Lasonen-Aarnio (2019, pp.156-157), Salow (2019, p.402), and Hedden and Dorst (2022, p.421)
also seem to sharply separate cases of access failure and cases of self-misleading evidence.
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I might know which body of evidence is mine, I might fail to know what that
given body of evidence supports. (Greco 2019, pp.85-86)

The thought that failures of access and self-misleading evidence are distinct ways in which
proportioning your beliefs to your evidence requires you to be epistemically akratic is mis-
taken. For suppose youre unsure whether p is part of your evidence. Suppose further that
you know that if p is part of your evidence, your evidence would strongly support g (imagine
that you know p entails gq), and that if p is not part of your evidence, your evidence would
strongly support =q. Here, uncertainty about what your evidence is directly bears on uncer-
tainty about what your evidence supports, for it is a consequence of your uncertainty about

whether p is part of your evidence that you are uncertain whether your evidence supports
29

q.

Since uncertainty about what your evidence is can influence (indeed can be the source
of) uncertainty about what your evidence supports, examples like HYPox1Aa should not be
assumed to be instances of uncertainty about evidential support as opposed to instances
of uncertainty about evidence. Why think that when you have reason to suspect that you're
susceptible to hypoxia, you should become unsure what the probative force of your evidence
is, as opposed to becoming unsure which propositions are part of your evidence? Consider:

(HYPOXIA™) You're piloting a small aircraft and you're currently a few hundred
miles from your intended destination. The fuel gauge looks dangerously close
to empty. You wonder whether you will need to make an emergency landing, so
you perform a series of intricate calculations based on the information provided
by the flight instruments. You conclude that you have enough fuel after all.

You then recall from your training that at certain altitudes pilots become sus-
ceptible to hypoxia. If you are hypoxic, then although you will not be able to
tell, your reasoning abilities will be severely impaired. Because you cannot re-
call exactly which altitudes are dangerous, you contact ground control to ask.
You are informed that your current altitude is safe.

In fact you're not hypoxic - you have enough fuel, and you've evaluated the
evidence from the flight system perfectly.

Consider, for instance, the proposition that you have enough fuel. Is this proposition part
of your evidence in HYPOx1A*? Your fuel calculations are impeccable, and your perceptual
and computational faculties are functioning reliably. If your evidence includes propositions
like that you are 300 miles from your destination, that the aircraft is flying at 150 miles per
hour, or that your current altitude does not make you susceptible to hypoxia, then it would
be odd to disqualify the proposition that you have enough fuel from being included as part

**I don’t mean to suggest that uncertainty about what your evidence is always implies uncertainty about
what your evidence supports. If you know that g is part of your evidence, then you will trivially know that
your evidence supports g, even if you are uncertain whether p is part of your evidence.
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of your evidence. Suppose ground control asks you why you did not make an emergency
landing. In normal circumstances, it is perfectly natural and acceptable for you to cite the
fact that you had enough fuel to safely continue flying in response. In HYPOXIA®, it seems
plausible that your evidence includes the proposition that you have enough fuel.

Notice that HYPOx1A and HYPoxIA™ differ not with respect to whether you're hypoxic,
but with respect to whether ground control informs you that you're susceptible to hypoxia.
In HYPOXIA, you have reason to think that your faculties have been severely impaired, and in
HYPOXIA®, you don't. Prior to receiving the warning from ground control, it’s reasonable to
think that the proposition that you have enough fuel is part of your evidence in both cases, for
prior to receiving the warning, HyPox1A and HYPOXIA™ are the same. Does the warning from
ground control preclude this proposition from being (or remaining) part of your evidence
in HYPOX1A? It’s not obvious that it does. By stipulation, youre not any less competent or
reliable at evaluating your evidence, for you're not in fact hypoxic. A promising suggestion is
that the hypoxia warning merely limits your access to your evidence: Once you have sufficient
reason to suspect that you are hypoxic, propositions like that you have enough fuel (or that
it’s likely that you have enough fuel, or that you’ll safely arrive at your destination) are no
longer accessible to you, though still remain as part of your evidence.

Examples like HYPOX1A are ones in which you're unsure what your evidence supports.
The present proposal is that they are also ones in which youre unsure what your evidence
is. Indeed, it’s in virtue of the uncertainty about what your evidence is that you’re uncertain
about what your evidence supports. While your evidence in HyPox1a includes propositions
like that you have enough fuel, the message from ground control is evidence that you lack
reasons for thinking that these propositions are part of your evidence.*® And plausibly, when
you have sufficiently strong reason to doubt that you have some piece of evidence which you
in fact have, you’ll be in a case of access failure. But failures of access are not failures of
rationality; that your evidence does not always entail what your evidence is, is no fault of
your own and does not reflect some rational defect on your part.

Understanding examples of uncertainty about evidential support as involving failures of
access unifies cases like STUDENT and HYPOXIA, and moreover, it also preserves the guid-
ing intuitions about the alleged irrationality of violating ANTI-AKRASIA. If cases of self-
misleading evidence involve failures of access, then insofar as ANTI-AKRASIA™ satisfactorily
explains why epistemic akrasia (merely) appears irrational in cases like STUDENT, it also sat-
isfactorily explains why epistemic akrasia (merely) appears irrational in cases like HYPOXIA.
Just like in STUDENT, in HYPOXIA, if you proportion your beliefs to your evidence, you will

*In fact, the warning from ground control presumably isn't just evidence that you don’t currently stand
in relation F to the proposition that you have enough fuel, but also evidence that youre not in a position
to stand in relation F to that proposition. So given that, once you have the evidence afforded to you by your
flight instruments, you're in a position to stand in relation F to the proposition that you have enough fuel, your
epistemic state would be PpA—FPp, where you stand in relation P to p just in case you're in a position to stand
in F to p. It’s straightforward to show that Fp A—~PFp is also a fragile epistemic state — that =~OF(Fp A—PFp)
- given natural assumptions.
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be epistemically akratic. And crucially, just like in STUDENT, in HYPOXIA, having akratic be-
liefs doesn't entail that you're irrational. If HYPOX1A involves a failure of access, you'll be in a
fragile epistemic state, so it will seem to you that your akratic beliefs are irrational when you
assert, act on, or reason from them. ANTI-AKRASIA® can account for why epistemic akrasia
inevitably and predictably seems problematic while still allowing that it can be rational for
you to believe both that you have enough fuel and also that this is unlikely on your evidence.
What you're prohibited from believing - for principled reasons - is that your evidence per-
mits having this combination of beliefs.

6 Disagreement, Bias, KK, Structure

The aim of previous two sections has been to argue that ANTI-AKRASIA™ can satisfactorily
explain why akratic beliefs appear irrational even if they aren't, and so there is no addi-
tional reason to appeal to ANTI-AKRASIA to account for the problems arising from asserting,
acting on, and reasoning from akratic beliefs. This section highlights several noteworthy
consequences of the general picture here.

Peer Disagreement. Suppose you and I are roughly equally capable at evaluating the ev-
idence that bears on some proposition p. Upon assessing the evidence you come to believe
p and I come to believe =p. When we learn of our disagreement, how, if at all, should we
revise our beliefs?®>' The fact that we disagree is some evidence; in particular, it’s evidence
that at least one of us has failed to properly appreciate our evidence. It seems then, that when
I learn of our disagreement, my evidence — which includes the fact that we disagree — will
support believing akratically. Consider:

(DETECTIVE) You and I are equally competent detectives tasked with solving
a case involving the theft of an expensive necklace. After examining the sets
of fingerprints, the fresh mud tracks near the mansion, and the testimony of
various suspects, I come to believe that the butler is guilty while you come to
believe that the maid is guilty. When we convene, we learn of our disagreement.

As it so happens, the evidence actually supports that the butler stole the neck-
lace. But the fact that you, someone who is as capable a detective as I am, came
to a different conclusion after evaluating the same evidence is reason for me to
think that I've made a mistake and that the evidence likely does not support my
conclusion.

What should I believe in light of our disagreement? If I maintain my belief that the butler
is guilty, then I would be ignoring the pertinent fact of our disagreement. And if I suspend
judgment about who is guilty, then I would be ignoring the evidence which points to the

*On peer disagreement, see especially Kelly (2005), Christensen (2007), Elga (2007), and Hawthorne and
Srinivasan (2013).
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actual culprit. But to believe both that the butler is guilty and also that this is unlikely on
my evidence just seems absurd. Not so, if epistemic akrasia can be rational in peer disagree-
ment cases. Disagreement can be understood as functioning to prevent my access to certain
propositions, such as that the butler is guilty or that the butler likely committed the crime,
propositions which are part of my evidence when I've properly assessed the relevant clues.
When imagining the case, it should not be assumed that I will have the further belief that
my combination of beliefs is permitted by my evidence if I believe akratically. If epistemic
akrasia can be rational, then even upon disagreeing in DETECTIVE, it can be rational for me
to believe that the butler is guilty while also believing that this is unlikely on my evidence.
Moreover, the judgment that there’s something strange about my blatantly holding steadfast
to my beliefs despite admitting that the disagreement should have some evidential force can
still be captured: To remain steadfast while acknowledging our peer disagreement will tend
to require me to believe that my combination of beliefs is supported by my evidence — which
is impermissible given ANTI-AKRASIA™.

Distorting Bias. It is a well-established empirical fact that we have a tendency to overrate
ourselves — we often think we're better, smarter, more charismatic than we actually are.>
How should we take this fact into account when we're evaluating beliefs about ourselves?
Consider:

(POPULARITY) I am wondering whether I am popular among my friends and
colleagues. I gather evidence in an attempt to uncover what others think of
me. I send out anonymous questionnaires asking for opinions from my friends
and colleagues and interview a random sample of them. Upon assessing the
responses, I become highly confident that I am very popular.

I am happy about this discovery. But I soon realize that because I have a strong
preference to be popular, it’s plausible that I have been biased in my assessment.
In particular, it’s likely that I have been giving more weight to positive feedback
and less weight to negative feedback. Because it is likely that I have been eval-
uating the responses in this biased way, I have reason to think that I should
not trust my own evaluations. I should think that it’s unlikely that the evidence
supports my level of confidence.

In fact, I have evaluated the responses correctly and impartially. I have not been
biased in my assessment and I am right to be highly confident that I am popular
given my evidence.>®

That the majority of responses I receive from my friends and colleagues are overwhelm-
ingly positive supports my high level of confidence that I am popular. That there’s a non-
trivial possibility that I have been biased in my evaluation of the responses suggests that my

*2See for instance Brown (1986) and Taylor and Brown (1988).
**On this example, see Elga (2005).
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evidence likely doesn’t support my level of confidence. Respecting my evidence seems to
require me to be very confident that I'm popular, while also thinking that my level of confi-
dence is too high. This may seem initially problematic. But if by competently evaluating my
evidence, propositions like that I am popular or that I am well-liked by the majority of my
friends and colleagues become part of my evidence, and my knowledge about the distortion
bias can be understood as operating to limit my access to my evidence, then in POPULARITY
it can be rational for me to be epistemically akratic. Recognizing that I'm disposed to be bi-
ased in a particular kind of way doesn’'t always require me to revise my levels of confidence,
though I should not have the further belief that such a combination of attitudes is permitted
on my evidence, given ANTI-AKRASIA™.

Knowledge Iteration. The knowledge iteration principle, KK, states that if you know p,
then you know that you know p. Proponents of knowledge iteration often appeal to the in-
telicity of assertions of the form ‘p, but I do not know whether I know p’ If knowledge is the
norm of assertion it’s hard to see why these assertions should be infelicitous. No contradic-
tion arises when you're in the state K p A K—KK p, and in such a state, you should be able to
unproblematically make these assertions. Defenders of knowledge iteration suggest that this
is evidence for KX, for if knowledge iterates, there will never be cases of K pAK—KK p.** No-
tice, however, that the epistemic state K p A K—~KK p is fragile: You cannot know that you're
currently in this state. It's expected that when you're in a fragile epistemic state, asserting
the relevant proposition will make salient that you are in such a state - a state which you're
forbidden from believing that you are in. The infelicity of asserting ‘p, but I do not know
whether I know p’ can be explained as arising not from the assertion itself, but rather from
the corresponding belief about your epistemic state that tends to follow when you assert
propositions of this form.

Substantive and Structural Rationality. Whereas ‘substantive rationality’ is the kind of ra-
tionality typically associated with reasons responsiveness, ‘structural rationality’ is the kind
of rationality typically associated with the relationship between mental states or attitudes.
When you fail to believe in accordance with your evidence or when you fail to do what you
have most reason to do, you're substantively irrational. When your beliefs are inconsistent or
when your preferences are cyclic, youre structurally irrational. Is structural (ir)rationality
distinct from substantive (ir)rationality?>®

Insofar as EVIDENTIALISM is a genuine requirement of (substantive) rationality and ANTI-
AKRASIA is a genuine requirement of (structural) rationality, the conflict between EVIDEN-

**For example Das and Salow (2018, p.3): “... if there are counterexamples to KK, there are fully coherent
agents who know that p without being in a position to know that they know this. Plausibly, such agents would
be justified (at least sometimes) in judging and asserting that p while refusing to take a stance on whether they
know that p. In other words, they would be justified in making the self-undermining or incoherent judgements
described above [like ‘while it is raining, I'm not willing to take a stance on whether I know that it is']” Others,
including McHugh (2010), Cohen and Comesana (2013), and Greco (2015b) appeal to similar considerations
in defending KK.

**For discussion see especially Kiesewetter (2017), Lord (2018), and Worsnip (2021).
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TIALISM and ANTI-AKRASIA suggests that structural (ir)rationality and substantive (ir)ra-
tionality are distinct, for being substantively rational is no guarantee for being structurally
rational. But if what rationality requires is ANTI-AKRASIA® and not ANTI-AKRASIA, cases in
which you’re uncertain what your evidence is or what your evidence supports are not ones in
which substantive and structural rationality conflict. That believing in accordance with your
evidence can require you to be epistemically akratic is no reason for thinking that structural
rationality cannot be reduced to substantive rationality.

7 A Challenge

To end, it’s worth reflecting on the initial appeal of ANTI-AKRASIA. If ANTI-AKRASIA isn't a
genuine requirement of rationality, why does it appear so compelling? Some speculation:
ANTI-AKRASIA appears compelling because it’s easy to confuse ANTI-AKRASIA with ANTI-
AKRASIA™ — it’s easy to confuse instances in which you merely believe akratically with in-
stances in which you not only believe akratically, but also believe that your akratic beliefs
are supported by your evidence (especially once those beliefs are made salient). This confu-
sion is understandable, as there is some temptation to think that whenever you're rational,
your evidence supports believing that you're rational. If this tempting thought is right, ANTI-
AKRASIA* would entail ANTI-AKRASIA. But it's not. And on reflection, this is unsurprising.
If you think that you should conform your beliefs to your evidence, and you also think that
you’re not always in a position to determine what your evidence is or what your evidence
supports, there is little reason to think that you're always in a position to determine that
you are rational whenever you are.>® Given that you ought not believe what’s unknowable
(or, weaker yet, what’s knowably unknowable), something more is true: Sometimes when
you’re rational, you're required to avoid believing that you are. The challenge for advocates
of ANTI-AKRASIA is to answer what (if anything) remains uniquely irrational about epistemic
akrasia that is left unexplained by ANTI-AKRASIA™.

**Note that my view doesn’t place any constraints on your credence about whether you're rational when
you're epistemically akratic. In particular, it doesn’t require you to have credence 0 that you're rational when
you're in a fragile epistemic state. As I see it, this is a feature of the view, for if there are cases in which your
evidence supports believing akratically, then presumably you should have non-zero credence (perhaps even
high credence) that you're in such a case.
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